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' companien repert entitled "Structural Analysis System -

ABSTRACT

S795/

This repert describes the cemputer aspects of the

'Structural Analysis System. It includes a general descrip-

tien of system cempenents ind their functien, eperatienal,

flow. and program intelligence. It describes data and

program identificatien, formats, and handling. It defines
system tape and cere .-um:.’. It includes writdups B

of each of the subpregrams and “lﬂ'lll.l toquit@nt- for prepar-
iog input data, | ‘

The theeretical basis fer the pregram i{s centained in a
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1. Intreduction
The high speed digital "cnputor has been an increasingly pepular teel

for structural Amlyul.' A multitude of pregrams has been generated te

' handle small-deflectien behavier prediction for specialized classes of
atr#ctﬁrn such as ,‘;tt\u_us, frames, and shells of symmetric forma and
loading. Many ef these programs are highly efficient packages in terms of
ecenomically producin'g_ the ‘u:l.’ui results. On the ether hand, because they
are specialized, the analyst must. beceme fanil_hr vith a va;-t ‘array ef them,
or vrite his ewn pregram, unless the scope of his chit is parochial. The

 one or two programs which exist which are sufficiently .gonoral have limited
: fiaxibilicy and treat problems of limited size, The first restriction is
impertant because it limits the uss of the pregram and gonplicatu data

handling. The secend restriction is significant because the persistent

trend in cemputer applicatien is te centinually increase problea sizes
because cest per caleulatiens are decreasing and better analyses baceme
justifiable. ‘ | |
" The Structural Analysis Systeam is being developed te simplify
automated structural analysis and to'iclininata Tepregramming fer p:‘.';blﬂn
changes, These twe ebjectives are, te some extent, in conflict. They are
tocongihd by cheesing the fellewing pregramming cencepts: |
1. thro\vor bpouibla. standardize, Th.il is achieved ia the
pregram feor .output formats, mest input formats, error
hapdliﬁg. tape handuhj and fermats, and storage auigﬁmch:.
2. Previde a medular pregram., This is achieved by dividing the
 calculation inte a nuaber of tnir.n vhich can be perfermed 1n' the
sequence specified by the nnlypt. A iingh {iantelligence

system is used. This appreach facilitates adding or rmvink

modules from the system.

A
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3. Pregram for intermediate size preblems., This is achleved by
providing fer the use of tapes lo: dats and pregram sterage.
Te nnki this operatien efficient, tape search is aveided

wherever pessible,

This report d.acrtb;n in general and in d.fail hov calculatiens are
directed and how data must ga prepared for the Structural Analysis Syitcn
(SAS) . Material is erganised in six sectiens, In the first sectien a
general descriptien ef the ly;tcn. its compenents and flov'are'included..
The second section discusses the program centrel, . The third section
dascribes the pscudo-instructionl.V:Tho fourth sectien describes the
operation subpregrams, their data fermats and usage. The fifth section
describes the BIID'oporatton subreutines which, because of their nunbgr
and size are included ia & separate sectien. _th.;flnal occ;ion discusses

{input data,

s ’ : r
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2, Structura]l Analysis System Characteristics

In this section are described the scope of the program, general
information, and the basic cencepts on which the program is based. Detailed

description of pregram co-ponnnta‘itq included in ether sections.

2,0 General Aspcéts

The primary ebjective of this program is te automate linear structure
al analysis of shells. This includes predictien oi h.floctiqns and stresses
of structures under prnsourc.vhnaé,.incrticl and static loads. In additiom
resonant frequencies can be ebtained. Hntiriulc nﬁ;t have linear stress-
strain relations, deflectiens must be such that load-dcfloétion relations
are liﬁaar. ' |

However, the program is alse suitable fer problems invelving the
same or similar partial differentisl equations er preblems invelving matrix
algebra. Such preblems weuld be enceuntered in electrical ncﬁworks. potential
fields, £1u1d‘f1¢v. heat cenductien and Dirfchlet and Newman equations in
physicl.
| This program can handle matrices of intermediate size (500-10,000)
efficiently c; well as smaller ciz;l (less than 500) with a small penalty
as compared to s specialized in-cere routine., Whenever ﬁosoible problems
are kept in core to aveid the use of thc.tapoc vhich are inherently slower,
Ansvers are obtained in a single pass en the machine., Emphasis has been

placed on self-checking, simple recovery from faults, and preservation of

calculations up te the fault peint, Applicatien flexibility is attained by

leaving operation sequence and dats dispesition under centrol ef the analyst.

' P H l I- C O WESTERN DEVELOPMENT LABORATORIES
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2.1 Systeam Components

| The -y-‘tn is compesed of four compenents: The Master Progran
Control, the pseuds 1notru¢tioni. the eperatien subpregrams, the input data.
The Master Program Centrel (MPC) includes the master intelligence and thc |
operator oubroutinoi. MPC remains in cere during the execution ef all pseudo
instructiens. MPC wbioutinn contrel tape ﬁaarch, tape reading, matrix ceding,
and error operations, The pseude instructiens 'dcﬂno data assignments, daf.a
tape assignments, matrix 1don_t1£1cation and the sequence of oﬁbprogran uloct#on.
The operation subprograms perform opcrattoni on matrices of data, Matrix
sorting, addition, inversien, ﬁltipliution. input and eutput handling are
some examples of operations performed., Input data are fcquind by. the sub-

programs to define the particular predblem under censideratien.

2.2 System Flow
Initially MPC transfers centrel te the subpregram fer reading a’

sat of ‘puudo instructions and generating a pseude pregram (MAKER) from the
pseudo instructions. The pseude progrin ﬁpo is written and reweund, then the
péeudo instructions are read into cere one at a time, For each instruction,
MPC locates the required data, assigns cere sterage areas, reads the subroutine
if required, and transfcrobeyonttol l:o‘thc subroutine, Upen return from the :
subroutine, MPC provides errer diagnostics and then reads a;id executes the next
puédo-inatruction. |

As an example, the steps taken by the computer are &ofin.d in Table 2-1

for generﬁt:lng twe component stiffness matrices and summing them, This problem

includes all the steps characteristic of a more éomplox problem involving other

. subprograms and subroutines. All steps are independent of matrix size,

‘ ' PH I l C o ' WESTERN DEVELOPMENT LABORATORIES.
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TABLE 2e1

EXAMPLE PROBLEM

Operation :

Read the Master Program Centrel from tape

Read the pseudo fnstructions and generate (MAKER)
the program ’

\
"

Read a generated pseude instructien | .
Select the BILD program from l_tlp. an& ru@ into cérn
Transfer centrel te the BILD package . ' |
Generate matrices and write en tape ~

Return Centrel te the Master szrﬁ- Control

Read the addition (ADDS) pseudo instructien’

Lecate the appropriate matrices from core or uiu
Select the subpregram and read frou;' &pd.

Enter the subprogram (ADDS) and add the matrices

Read the HALT pseude-instructien

" Halt

WESTERN DEVELOPMENT LABORATORIES
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2,3 Core and Tape Assignments

Core storage is divided inte three basic regiens: systems,
program, and common, S8ystems storage contains the IBSYS, MONITOR or other
conputor job system components necessary for jeb control, ‘ .

Programs in storage include thc MPC program and thd current oubprogtan
beiné used for a particular operation. MPC alvays remains in core during the
solution of & given problem, Subprograms are brought inte core as they are

. needed,
Coumon storage contains the parameters common to most of the subprograms,

They are the following one-dimensional arrays.

TABLE 2.-2.1 COMMON DATA

Array Dimension - - Lecatien - Function
1. ABA 20 o 1 | Logic Pseudo Cod; Table
2, ABB 100 ' 21 . Operation Code and Subprogram
1 - : Designation Table

3. BUR ' 12 o121 | Pseudo Instructien

4, NCE - 1 E‘f;133 | . Word Krror'fndicator

5. TRA ( 30 . 1346 - A,‘B, and C Matrix Identification Data

6. K@D - : 164 .Vt_,WOrd Region for Forming and Decomposing

Voo -~ Codes

7. :NLD 1 | f169 . Woxd Dcfinins‘the Dimension of DAT

8. ‘NBD ' i?; ,f  >170 E Word Defining the Number of ﬁlocks-in DAT
9. : REE 120 : 171 - Storage Region for Reading Tape Blocks
10. WRX' 120 | .2?1 Storage Region for Writing Tape Blocks . |

11. - DAT ' x 411 - Data Storage Region for Matrices and
, ' . Brasable Sterage

P H l L C o ' : WESTERN DEVELOPMENT LABORATORIES
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The ABA table defines all acceptable logic pseudo instructions. The ABB
table.dafines all acceptable operation instructions and the designations of the
iéspective operation subprograms. All pseude 1nltruc£ionn are checked aiainlt
tﬁc instructions in these tables.

The pseudo instructions regien (BUR) contains a,curreng instruction being
operated on by the MPC. The identification region (iRA) defineg the A, B, and C
" matrices being operated with, or, the most recent ones operated upon. The KOD
region 48 used by COINS in the process of coihtng or decomposing row ﬁnd column
cédes. The function of the read (BREE) and write (WRY) blocks is te provide a
space where data can be nt;ted when it is read to and from tape. These blocks
serve as buffers in core for the tape. FPor further expianatibn of these regions
‘see the "common™ operation subprogram writeup entitled NAME.

The data regien (DAT) is the largest array and encompasses the remaining
common storage in core., This region is broken into one, two, or three parts
depending upon how many matrices are being handled and the storage assigned by MPC,

Table 2-3 gives a list of the tape numbers and their assignments, Whenever
possible the use of the icra:ch tapes 7 and 8 should be avoided for intermediate
calculations since these tapes are used by some” subprograms for intermediate
data storage. This means that data on these tapes ma&'ba erased by a subprogram.
The use of matrix tapes should be avoided if poss;blo.} The primary reason is
because tape usage is a slow process compared te in-core operation. Core'operation
should always be used if the matrices will fit in core, waevet, if tapes must
be used because of the size of the problem then as many tapes as possible should

be used to minimize tape search time.

P H I Lc 0 . . WESTERN DEVELOPMENT LABORATORIES
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Writing and reading of matrix tapes is performad only by: the TAPES subreutine.
If the use of storage disks rather than tapes {s used at some future time this
routine only will need to be changed. Data are nlsizncd to matrix tapes in

conformancc with the pseudo 1nctru¢:10nl (SQctton 4).

o 2.4 Data Handling
The hamlli’ng of data can be.divided into three categories: the handling
- of i.nput, in-transit, and output data; Input data i{s always read from Tape 3.
| The 1input data can be of the follewing kindn!s pseudo in-t:rucciom. material
tables, element data, matrices and matrix heading cards, Pseudo instructions
are always the first data read in for a job. After the pseudo program has been

; generated it calls in the next three kinds of data as they are needed.

In-ttanut data includes matrices and subprograms., Matrices ;:an be
sent. to and from scratch tapes or ma:ri.x tnpu. 'ﬂu5 'fom of matrices Qent te .
or recoivcd from ccratcb tapes depends on the oubprogram writing the tapu when
these tapes are used as :l.ntcmdiatc storage :ln t.hc subprozram. Hewevcr. matrices
sent to or received from mcrix tapes will bo in one of two fom. oithcr coded
or p;c-codod. Scratch tapes will be written in the same way as mat:rix tapes 1f
thejr are dosignate;d,as output matrix tapes in a pseudo 1nstmction".v ; |

| Ia coded format the matrix consists of a ono-dimansional array of two

altermtins terms. The odd numbered terms are called codes. They are packed
words defining*: :h.. row and colum numbers of a matrix coefficient. j The even
numbered terms #r"a. the elements. They ari the value of the matrix vcle'mant at

the location doﬁned\'fby the p’reccdina code, . If a zero code occurs, this indicatu '

that'thn‘array_:ll tcmmtod.; It is net nccosury thnt: a coded xut:'ix be sorued

c 4
¥

. P H IL C o o . ' WESTERN DEVELOPMENT LABORATORIES'



2-7

-

AR —
N - ct PR Ten

paudyssvun
poudysswug
peuldjissvun
paudysseun

vo:wwan.ug -

Aavaqy] swaiskg
adey 3933014

9del 1933014
pouBjissvun

adel IndinQ yound
edel 3nding 193uFAd
edey wiwq usac,n
odel ureyd
vow&uuqnﬂb
pauBysseun

SXS4IX

Juduud§8sy ‘140

adel Xpa3el .—m:o.ﬁmo 91
,2._8. XJa3e| [euoyldo . st
ade]l xy13IvH [euorldo 91
vmwh‘xquuoz 1euoyldo na.

. adey x«.uunt (4§ ,.

oduy xjaIwH 14

odeyl x1I13OH | ot

odel xXyaIeH .6

.ouwh yo3evadsg . 19 8

adel yojwiog 14§ L

adsl Indang 193UF1d £V )

9del w3jeq Induyg N4 S
(£1vaq¥T sVs) odeyl upeyd \Ad v

adey s..-uwoum opnasd cd 1%

.vamu. swa3sig 1euopldo r4: g [4
adey swoisig v ' 1
JUSWUIFS8Y m¢m 37U 1EeNnlOY *ON 2del

(sutl peoT)
SINZWNDISSY HIVL TVOIO0T
€ - T T4Vl
o .
.voNM».:ﬂ i 'u(.'\tllm it 4

WESTERN DEVELOPMENT LABORATORIES

PHILCO



2-8

In precoded format the matrix is a one-dimensional array consisting of
threé parts. The parts are the row codes, column codes, and elements. The
row code is a packed word contalining the row node number and component number,
The golmm code 1is similar, The elements are the values of the matrix, The
order of the three parts depends upon whether the matrix is row listed or

column listed, If row listed, the column codes are listed first immediately

followed by the row codes., Then, beginning a new block, the matrix elements

.are. listed by rows, If colum listed, the row codes, then colummn codes, and

finally elements are listed, the elements being listed by columms,
Subprogrmns are in-transit data controlled by the chain subroutine which
is a part of the job system. Chain searches tape and brings subprograms from

tape to core., Since subprograms are always read into the program storage area,

- previous subprograms in core are destroyed when the new subprogram is read in,

Output data is in three forms: matrices, error statements and error exit
data, Matrices are printed in either coded or precoded format by INKS, "Heading"

statements desired by the analyst are printed out with the A matrix omly,

- Heading cards are read from the input tape and immediately printed one card at

a time, Heading statements are always listed on separate pages from the listing

of the matrix, Their format 1is A72,

\
Error statements are those error comments printed out by a subprogram.

Error comments are printed yhen an error 1is gncozmtlered. Insofar as possible
all format, listing, identification, and =ize checks are performed before the
e'rror‘ exit is taken from a subprogram,

Error exit data output occurs when a nonrecoverable or flow disrupt error

occurs, In these cases the status of the core and tapes ig identified by printing

P H I L Co ‘ WESTERN DEVELOPMENT LABORATORIES
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the matrix identification data along with the instruction being workod on, Matrix
1dentification includes all pertinent information of the TRA block (See Section 5).
. The error exit printout is controlled by the subprogram ERROR,

Data and identificatfon information are stored on matrix tapes in blocks of
127 words each, The first 120 words are data and the last seven words are matrix
and‘capﬁ identification information (TﬁA 1~8) . The first word is the matrix
alphabetic identificacion; kﬁa socond v;rd is the matfiﬁ'ﬁuheric 1denci£1cation;.
the third the number of the block of data; the fourth the number of rows and
colums in the matrix; the fifth, tha listing of the data, row, column, or unsorted;
the tixth the format of thc coding, coded or prcced.d' and the seventh the tape~

group number on the tape. The purposo of including the last piece of information

is to provide the uéc with the capability of backspacing recordl on tape and of
éhecking to make certain that the tapc‘:ocord is the one rcduirnd and in ﬁtopcr
sequence, - | | -

Group numbers, which identify the location of matrices on tape, musﬁkbc in
sequgntial order, c.z.; 1, 2, 3.l4.... Also, it is no§ p;rmissiblo to write

a new matrix in the middle of a sequential group. Th;,new matrix may be shorter

or longer than the one it is being written over, in which case, the identification

i an AT

el ot AT ST D e e e

associated with the overwritten or succeeding matrix will be partially destroyed,
\ .
thus interfering with subsequent legical tape search.

Tape search is accomplished as follows. The tape backspaées onéd block,

checks the group number, then datermines whether‘to move forward or backward

to reach the correct group number, I1f, after the one backspace, the block read
is in the group desired the tape looks at the block number and backs up the
absolute value of the numbgr. This positionq the tape at the beginning of the

group to be read.

PHILCO

WESTERN DEVELOPMENT LABORATORIES



2-10
2,5 Identification Systems

Three systems ain used to discriminate between subprograms, matrices,
aﬁd data, Subprograms are identified by & chain number on the program tape.
The‘cofrespondance betwsen chain numbers and subprogram instructions is
contained in COMMON in the ABB table. Further information on chain numbers
is given in Section 2.6.

Matrices are 1dentifi§d by two words., The first word consists of
three alphabetic characters. The second word consists of three numeric
characters, e.g. MAT106, Other identification thch ch#racterizes the form:
of a matrix is stored in the TRA region of common storage aﬂd in each block
Qf data on tape.

The data in the matrices are identified by_cod@a. The codes are 17 bit
packed words con:aining column, row, and component data identifying the’nodes
of the structure, The coding system is based on the nodal numbers assoclated
with the matrix during its development and the dirqctional component at that
node. A maximum of 4095 nodes are admissible by the coding system alﬁhough
ic ;s possible to solve larger problems in pieces. A maximum of eight compon-
ents of force or displacement may be considered at a_nbaa.

A graphical breakdown of the codes appears in Fig. 2-5. Three bits of
the 17 bit word ‘f. reserved to define the compdnent at the node and 13 bits to
define the nodal number. The remaining bitAdasignates the coo?dinate system
used, When only the row or columﬂ'numbcr is raquired as in ﬁhc precoded matrices
the 17 bits are put in their upper part of the word to identify the row or

column,

t rHiLco
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CODE
(36 bits)
- ROW CODE COL. CODE
(18 bits) (18 bits)
4 | w13 ‘ 1 4 ) { 13 1 4
l‘ J 1 3 L 1 1 4
‘ - 8 “l“ . ] C l A
! i 4 1 B I 3
|, £ 8 ¢ B B ¢
s P 3 §s L8 |
£ 2 2 -3 2 2

 CODE WORD BREAKDOWN. " - . g
Fiz. 345

/

2,6 Subprogram Handling

Subprograms are handled using the IBH'CHAIN>subroutine. During

preledé time, the subprograms aro:scored on the SAS program tape. An

[P

-~

initiating subroutine calls CHAIN and directs readf{n.of the MPC, The

first subroutine in MPC s SPACE. This subroutinc'is stored at the erigin

'

L ys A R

and tesﬁrvcs the space required for the largest operation subprogranm,
Upon call for an operation subprogram, the chain table (ABB) is
searched te find the chain number of the instructibn, and control is

L transferred, if the subprogram is not already in core, te CHAIN, This

subroutine searches the SAS tape, reads the required subprogram, and

transfers contrel te it. The exit fﬁocrudtion taken from the subprogram

N
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is a call to the CYCLE subroutine, This is a FAP subroutine which transfers
control back te MPC, |
Subprogram chain numbers are given in Table 2-4, This table also includes

the subprogram identificatien used to label source aﬁd binary decks.

TABLE 2-4

SUBPROGRAM IDENTIFICATION

Program Chain Number Label
READ 1 A
MAKER 2 B
CoLS 3 c
ROWS 4 D
FLIP 5  E
CODE 6 F
DECO 7 G
ADDS 8 H
MULT 9 . §
WASH 10 d
ITER 11 K
CHIN 12 L
CHOL 13 M
SORT 14 N
ROOT 15 o
BILD 16 P N
SUBS 17 Q
INKS 18 R
TAPES W
COINS , X
MINTS 26 Z

1f a format error is encountered in the subprogram, control is transferred
to-the gubroutino EXEM. This ;ubreutinc in turn sets up the required error
indicator, pointa diagnostic comments, checks remaining input 1if reasonable,
and transfers to CYCLE,

Two special subroutines are used to handle two particular types of non-
recoverable errors. A subroutine called BADIBM induces printout when a non-
recoverable error occurs due to improper data or certain maﬁhinc errors. This

subroutine is called when a parameter assumes an unacceptablg value,

WESTERN DEVELOPMENT LABORATORIES
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2.7 Error Correction and Recovery
Two types of error may be encountered in operation. ‘'Non-recoverable’
errors cause the computer to print & suitable comment on the output tape and
go to the next problem. It skips pseudo instructions until a NEXT instructien
is found., If a HALT is encountered first, exit is taken from SAS.
| When the engineer wishes to continue calculations in his problem he can

re-enter the nachihe in the usual wdy except that required tapes must be re-
ingtalled on the computer. Any new instructions that the engineer wishes teo
inéert in his program are inserted and those program instructions that have
been successfully performed may be oﬂittcd.1£ required data is still avail-
able for subsequent calculations. Use of the recoverable feature permits the
engineer to avoid recalculation,

Errors induced by machine goofs or need to stop operation because of
time runout are also treated as non-recoverable errors. On this non-
recoverable error the e¢perator transfers to a specific lécation in the MPC,
This transfer provides the hsual error printout and success exit. Section 2.4
data pr;vide- further explanation of error printouts.

Flow disrupt errors, the second type of errvor, are those that the engi-

" neer may anticipate. These usually are involved with the fact that the

matrix being handled is too large for the system, Suitable comments are
written on the 6utput tape and the program may follow the sequence of correc-
tive operations rcquirediby the engineer. These may include use of more
genﬁtalvsﬁbprogéann or instructions to handle data in partitiouns.

Table 2-5 1ists recoverable errors of the operation subprogram. Any

" given program has at most one flow disrupt error, When non-recoverable errors

occur, the cause is noted on the output tape,
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TABLE 2-5

FLOW DISRUPT ERRORS

Subprogram - o o Cause of Error
muLr " Neither A or B fit in core
CODE L Too many codes in the precoded

matrix to fit in core (15,000)

DECO " - Same as above (CODE)

corp o Matrix is net in coded format
ROWS | ‘ S Matrix is net in coded format
CHOL _ " A is net positive definite ’

" Master intelligence checks the size of the matrices of all other sub-
programs to see that matrices required to fit inte core actuily do fict.

If not a fleow disrupt error is also signalled.
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3. Magter Program Control (MPC)'

Master Program Control contains master intelliggnce and the operation
subroutines., Master intelligence contains the priﬁary flow control instructioni
that direct the problem solution. These operations 1nc1u§c positioning tapes,
assigning steorage, transferring library nubroutines, handling the interpretation
of the pseudo instructions and providing the basic error and logic routines of
the program. The flow control instructions, also called legic subroutines (open),
vhich direct these operations, are described in a separate write-up entitled
MASTER INTELLIGENCE. These subroutiﬂcs and the operation sﬁbroutines (closed)
are listed in Table 371.fh¢ operation subroutines are also‘desctibed in separat§

- write-up;. The PREP, VARY, and BACK legic subroucineé ar; used by MAKER in the
generation of a prégraq. They are described in the MA&ER writa-up. Thcy\arov-l
replaéed by ether pseudo {nstructions and aré notithterpreted by MPC,

TABLE 3 -1

- MASTER PROGRAM SUBROUTINES.

Logic Subroutines (open) " Operation Subroutines (closed)
PREP  ERRS SR o - MAKER
-VARY . SKIP . . ‘ FINDS
BACK NEXT Lo k ‘ o ERROR
PAWS . . . ' '
STOP o TAPES
HALT ‘ | COINS

The separate write-ups for MASTER INTELLIGENCEVQnd the Operation Subroutines
follow. These writeups define program purpose, restrictions, method, usage,

v
\

and coding informationm,
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i ; "Rastrictions:

Method:

Master Object Program: MASTER INTELLIGENCE, Flow Control‘Prokran

Purpose: To make accessible required data, te select required operation

subroutines, and to interpret flow contrel pseudo instructions.

(1) Insttuctionl must be included in the SAS pseudo instruction
table

(2) Data handling limitations are those imposed by the
operation subroutines and operation subprograms used,

Library Tables are read and control is transferred to MAKER
to read pseudo instructions and to write the program tape. Each
pseudo instruction is read and executed in turn until the program
is completed.

There are two types of pseudo instructions--flow control
instructions and operation instructions. The flow control
instructions include ERRS, SKIP, STOP, NEXT, PAWS and HALT,
These are treated directly by MASTER INTELLIGENCE. They

cause the following actions:

(1) ERRS: If the previous program resulted in a flow disrupt
error, this code directs continuation of calculations,
All instructions between the ERRS and succeeding SKIP
or STOP will be executed in sequence. If a flow disrupt
. error has not occurred, all these instructions are
disregarded,

(2) SKIP: If in the flow disrupt mode, the number of pseudo
instructions denoted in the last field are ignored and
those following executed, If not in the flow disrupt
mode, this instruction is ignored.

(3) STOP: 1If in the flow disrupt mode, all succeeding
instructions are ignored until & NEXT code is found.
If not in the flow disrupt mode, this instruction is
ignored. ‘

(4) NEXT: This instruction indicates the start of another
case, No calculations are performed.

(5) PAWS: The calculations are stopped. They can be re-
started by pressing the start buttom.

(6) HALT: The CALL EXIT instruction is executed.

WESTERN DEVELOPMENT LABORATORIES



MASTER INTELLIGENCE actions under an operation instruction are locating data,
calling the operation subroutine, and providing error control., Data is
handled in accordance with the subprogram designation as follows: (See

coding information Item (6) of the general operation subprogram NAME in
Section. 5).

(1) 'Any matrix in core but not permitted in core is erased.

(2) All required matrices in core are retained. They are moved to
the upper part of core,

(3) All matrices not required but available and permitted in core
are moved to the bottom of core.

(4) Any matrices required in core but not in core are read in from
tape behind those required and already in core,

(5) Tapes are positioned for all output matrices and input matrices
not in or required in core.

The operation subroutine is called by a CHAIN instruction. (See Section 2.4,
for a description of CHAIN) ., After execution control is returned to MASTER
INTELLIGENCE, If necessary, an error printout is made using ERROR, -
Usage:

(1) This is an object program.

(2) This program uses MAKER, TAPES, COINS, PINDS, TSNAM, and ERROR

as subroutines,

Codini Information:

(1) This program includes SHIFT, IN, and SPACE as subroutines. Their
functions are respectively to move data in core, to read data
into core, and to provide space in core for the operation sub~
programs,

(2) This program and 1ts.subrout1nes are mnintain&d in core at
all times, :

(3) Use of the CHAIN instruction and instructions indicated by
comment cards may net be admissible in all compilers,

PHILCO R . \
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Operation Subroutine: MAKER, Pseudo program generator

Purpose: To generate and write a set of pseudo instructions on the program

tape from a set of input instructions., This program eliminates the
instructions PREP, VARY, and BACK by developing additional instructions
and checks pseudo instruction logic. It prints out input pseudo
instructions and optionally prints out the pseudo program.

Restrictions:

\
.

(1) Pseudo instructions must be in the proper forﬁatv

(2) The maximum number of instructions between a PREP and a BACK
: must be < 2083,

(3) The last pseudo instruction must be a HALT

(4) The total number of pseudo instructions in the pseudo program -
must not exceed storage on one tape,

Method: Pseudo instructions are read from the input tape and rewritten on

the pseudo program tape until & PREP is encountered. Instructions,
after a PREP, are accumulated in core until a BACK is found. Within
this range, pseudo instructions are generated for each time through the
loop. Address modifications require by VARY are made, After the loop,
card reading and writing continues until the HALT is found. Logic checks
include checking that each PREP is followed by a BACK before a NEXT or
HALT is encountered, that no PREP lies between an ERRS and its companion
SKIP or STOP card, that two consecutive PREPS are separated by a BACK
that for each instruction there exists a subroutine, and that pseudo
card sequence numbers never diminish. If instructions for a given case
are in error, that part of the program tape is not written and the next
case is processed., On finding errors in the pseudo instruction input,
suitable off-line comments are made. If the only error is in the
sequence numbers of the pseudo instructions, program progress is not
halted.,

Usage:

PHILCO

(1) Calling sequence is CALL MAKER

(2) Upon calling, the input tape must be positioned just before the
first pseudo instruction.

(3) The error exit is taken only 1f no satisfactory cases are
included in the input.

(4) Pseudo instruction card format is F8.1,2((3X,I5), (2X,A3,13)),
(4X,A4), (3X,15), (Z,A3,13), (3X,I5). Data has the following

interpretation
(F8.1): Card sequence number _
(3X,15): © "A" matrix storage assignment
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(2X,A3,13): A matrix identification

(3X,15): "B" matrix storage assignment
(2X,A3,13): B matrix identification |
(4X,A4) Pseudo code

(3X,15): "C" matrix storage assignment
(ZX,A3,13): C matrix identification
(3X,15): Control information

Print out of the pseudo program will be activated if the control
information {in the HALT instruction i{s non-zero.

'Coding Information:

PHILCO

(1)

2

3

This subroutine includes, PR, VA, RE, PT, WR, and BS as sub-
functions. Their functions are respectively to prepare a loop,
to process a VARY, to read pseudo instructions from the input
tape, to check sequence and to print pseudo instructions on

the output tape, to write instructions on the program tape and
check codes, and to backspace the program tape over an erroneous
case. No other subprograms of SAS are required.

This subroutine is used only at the beginning of SAS execution
and may be erased thereafter,

The pseudo program tape is left in rnwind st§tus upon exit from
MAKER,
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Operation Subroutine: FINDS, Tape Search

Purpose: - To position a tape for reading or writing by an Operation
Subprogram.

Restrictions::

(1) Tape group numbers must be in sequence and increase as the
tape is moved in the forward direction.

(2) The block number of the last block in each group must be
negative and the same as the number of blocks. Block numbers
of all other blocks in the group must be positive and in
sequence starting from one.

(3) Data must be written on tape in the same form as written by
TAPES., '

Method: The tape to be searched is backspaced one block and the block read.
If the tape group number is less than that desired, the tape is moved
forward until it is positioned just before the group required. Comple-
tion of the reading of a group is determined by reading a negative
block number., If the tape group number is greater than that desired,
the tape is backspaced over the groups and positioned in front of the
group required. Backspacing is controlled by the block number in the
last block of each group. After backspacing over a group, the last
block in the preceding group is read to determine how many blocks |
axist in the next group.

Usage:

(1) Calling sequence is CALL FIND (L,I) L indicates the tape group
_number being searched. It is a negative five digit number,
The upper two digits are the logical tape number., I is the
matrix referred to. If I = IA the A matrix tape is being
positioned; 1f I = IB, the B matrix tape, and if I = IC,
the C matrix tape. ‘

- (2) This subroutine uses TAPES as a subprogram,
Coding Information:
(1) Tape search can be started from any tape position between the
beginning of file of the tape and the end of record gap imme-
diately following the last block of the last group.

(2) Tape rewind is used only if positioning is to be before the
first group. ' :

(3) 1If the last block of a group does'not'cdntain a negative block -
number, the non-corrective error exit is taken.

PH I L C o | WESTERN DEVELOPMENT LABORATORIES



3-7

Oparation Subroutin;: ERROR, Diagnostic Printout

Purpose: To ideﬁtify the type of error and state of the calculations
when an error is encountered.

Restrictions: None

Method: A test of the error indicator (NCE) is made: 1f positive, a non-
corrective error is printed; if negative, a flow-disrupt error is
noted. In any case, the pseudo instruction under which the error
occurred is printed. 1In addition, identification information for
the A, B, and C matrices is printed if available. .

Usage:
(1) Calling sequence fs CALL ERROR
" (2) Direct transfer to this subroutine can be used at any tihe to
print out the operative pseudo instructions and the matrix
identification information. For this purposeinstructions are
included using ERROR as a subroutine, '
- Coding Information:

(1) This subroutine is kept in core all durihg pseudo program
execution, -

(2) There are no error steps in this subroutine.
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Operation Subroutine: TAPES, Tape read-write

Purpose: To handle all block reading and writing on matrix and scratch
tapes, tapé backspacing, and rewind.

Restrictions:

(1) All blocks on tape must be 127 words long. The first 120 words
~are data, the last seven words contain data identification.

(2) Tape numbers used must conform with SAS and local tape assignments.

Method: Blocks may be handled in groups or singly. Under group operation,

' "blocks are read into or written from comsecutive core locationms.
Identification information is simultaneously changed in the matrix
identification region in core (TRA) as the blocks of data are read
or written, In writing, all blocks are written and the last given
a negative block number, In reading, as many blocks are read as in
the group or the number specified, whichever is least. In individual
operation, each block is written or read by separate subroutine entries,
Block numbers are increased from the initial value in the TRA block
and the final one is set negative. ' '

Usage:
(1) Calling sequence is CALL TAPES (NT, NB, IL, A, J)

NT is the logical tape-group number 1000 < NT £ 14999, (NT =

(Tape No.x* 1000) + group humber) Only the thousands digits
are used as tape designations, If NT £ 0, tape is moved backwards;
if NT > 0, forwards. :

NB is the maximum number of blocks to be handled, If NB<K O,
blocks are to be read, 'If NB> 0, blocks are written, If NB = 0
rewind 1s performed, If NT< 0 and NB > 0, tape is backspaced
NB blocks. NB 5 32000 for a group. ' ,

IL is the index value of the firsf. word of identification information
for the matrix being handled, If IL < 0, blocks are being handled
individually, if IL > 0 blocks are being handled in groups.

N

A 13 the array to be written or read, ‘

J is\ the index of the first element in the array to be written
or read,

(2) This subroutine requireé COINS as a subroutine.

(3) Data and identification information must be stored in consecutive
locations starting at the initial location, 120 words are taken
- or placed in core for each data block. The seven words of
identification on tape correspond to the first eight matrix
identification words in the TRA region,
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Coding Informatioen:

(1) After reading a block, the block sequence number of the last
block read is left in the TRA region., After writing a block,
the block number in the TRA region is increased by one unless
the last bleck of a group has been writtem., In that case the
block number is left unchanged.

(2) There are ne non-cerrective or flow disrupt steps in this
subroutine. ' '

(3) This pregram can be modified to convert from tape to disk
storage any matrix (mon-scratch) tape. It must alse be
modified 1f logical tape numbers are replaced,.

PHILCO
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Operation Subroutine: COINS Code Interpreter and Coiner'

Purpose: To form or disassemble a packed word to or from integer words
defining row and column number,

Restrictions:

(1) Any node number cannot exceed 4095, but can be of plus or minus sign.
(2) The maxi{mum number for nodal components must be less than 9.

(3) All packed words must be positive, all nodal component numbers
must be positive.

Method: In coining from four words, sixteen is added to the component number
and the sign of the node number changed if it is negative. Packing and
unpacking is done by adding and shifting. 12 bits are reserved for node
number and five for component number. These 17 bits are treated together
when two word packing or unpacking is performed.

Usage:

(1) Calling sequence is CALL COINS (J,I)
J is the first location containing input data (code numbers)
I is the mode index and is interpreted as follows:
-1, coin a one word code from 4 words of input
0, coin a one word code from 2 words of input
1, decompose one word into 2 words; a row and a column code
-2, decompose one word into 4 words; a row node number,
a row component number, a column node number, and a
column component number,

(2) This is a closed subroutine

(3) 1Input words and output words must be stored in consecutive locations
starting at J(1). A maximum of four words are required.

Coding Information:
(1) This is a FAP subroutine.
(2) This program must be changed 1f the 35 bit word size is changed.

(3) The program has 96 instructions. If the. four word coining and
interpretation is separated, there will remain but 46 instructions.

(4) Normal operation will require an average of 32 machine cycles
from entry to the linkage until return to the object program.

(5) No storage spaces are required other than those occupied by input,
output, and the program,

(6) 1If a node number is greater than 4095 in absolute value, J(5) is
set equal to one before return and the offending code put in J(1).
1f both node numbers are minus zero, the code is taken as zero.

PHILCO
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4. Pseuda Instructions
Q L 2X:

The function of the pseudo instructions is to provide the user with

a simple system threugh which he can direct calculations. The burden imposed
on the aﬁalyst by this device is more than repaid by the flexibility of
computer operation. The analyst can easily direct any sequence of operations
he requires, Thus he can incorporate equilibrium checks and calculatien ef
‘reactions. Reorganization of the data is at his disposal.

There are two types of pseudo ;nstructions: logic instructioﬁs and
operation instructiens. The logic instructiens direct program comtrel. The
operation of these instructiens when they are acting as legic subroutines is

described in Section 3., The operation instructiens call for subprograms which

operate on matrices. The format for both types ef instruétien is the same
and 18 shown in Pigure 4-1. Data is located in nine fields. The 0" field
.defines the instruction sequence number, Data in the A,B,D, and E fields

is in fixed decimal form. The A, B, and D flelds contain the tape storage
assignment (tape-groeup number) for the A; B, and C matrices while field E
contains control informatien for the operation teo be performed. Fields 1, 2,

and 3 contain the 6 characcerAalphanumeric names.of the A, B, and C matrices

respectively, The last three characters must be numeric. The C field contain

. e e i e e s .- *
. I N : S v o
. . . A et

the four letter mmnemonic code which specifies the subroutine or subprogram teo

be used.

Field 0 A 1 B 2 C D 3 E

. 2x’ zx’ .
F8.1 | 3X,15 | A3,13 | 3X,I5 | A3,I3 | 4X,A4 | 3X,I5| A3,13 | 3X,I5

PSEUDO INSTRUCTION FORMAT

Fig. 4-1

I ~ PHILCO | - \
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The pseudﬁ‘instructien shoﬁn in Figure 4-2 18 & logic imstruction.
This card is required to cause a transfer of control toe the success exit,
For some legic instructions data is required in all fields

A list of the logic pseudo instructiQns and the pragram‘interpretation

is given in Table 4-1.

Field _0 A 1__ B 2 c D 3 E

14 .HALT

HALT PSEUDO INSTRUCTION

Fig . 4'2

P H l L C o WESTERN DEVELOPMENT LABORATORIES



Instructions

PREP
VARY
BACK

ERRS

SKIP

NEXT

STOP

HALT

PAWS

PHILCO

TABLE 4 - 1

LOGIC PSEUDO INSTRUCTIONS

Logic Pseudo Instructions

Prepare for multiple

execution of the

following instructions

Vary matrix or tape numbers in the next
instruction by augmenting respective fields
by these specified amounts,

Back up and repeat instructions after PREP

Disrupt errors can be corrected as follows

Skip the next 'n'" pseudo instructions
(Skip cannot be included between a PREP

and BACK instruction

This is the first instruction of a new case

Stop this case and go to NEXT to find the

next case
Halt and transfer to

Pause

the success exit
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The pseudo instructien shewn in Fig. 4-3 is an operation instruction.
This instructiin requires that the A matrix, called MATOOl and steored as
group. 1 on tape 10, be added to the B matrix, called MBTO02 and stored as
group 1 on tape 9. The result is the C matrix, called MCIO0l and ig to be

: étorad as group 1 on tape 12,

It 18 seen that each matrix is specified by twe fields ef data., The
first field defines the tape and tape group number. If this first word
is left blank, the matrix is te be found er left in core. The seéond
field contains letters and numbers which identify the matrix. The letters
can be selected by the user., The numbers can be selcctediby the user
except that stiffnesy, stress and loading matrix numbers are chosen by
the program te coincide with the element numbers, |

Instructions are parfermed in the sequence in which they are intreduced.

Since the instructions do net define the matrix size, they can be used

for any problem requiring the same instructional sequence,
A list of the operation pseude instructions and their interpretation
ig given in Table 4-2, Further details on the programs eveked may be found

in Section 5.

0 A 1 B 2 Code _ c 3 E

2c 3.5 |} 1:10001| MATOO1 | 9001 | MBTOO2 | ADDS | 12001 | MCTOO1

1 2 34 5 6 7 8 9 10 11 12

ADDS PSEUDO INSTRUCTION

Fi‘o 4'3

PHILCO - | \
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Instructions

ADDS

SUBS

MULT

ROOT

CHOL

CHIN

ITER

WASH

. FLIP

SORT

CODE

DECO

COLS

ROWS -

BILD

READ

INKS

PHILCO

4=5

TABLE 4 - 2

OPERATION PSEUDO INSTRUCTIONS
(Subprograms)

in te_x_-_g' retation
Porm (€3 = Y + (2
Form £ = [A] - (3
Form £3 = Q] B2

Find latent roots of E\ﬂ a symmetric
matrix

Form E:ﬂ - E\l] -1 [Bﬂ using Choleski
dacomposition ‘

Pom 2-] such t - @ﬂ
and here [2\ is symmetric:
and positive definite

Form £ = Rl "! BZ using acceler-
ated Seidel iteration. [A
must be positive definite,

WASH B3] elements from [A]] eliminating
rows and columns to produce

Form [3] = QT

Sort a matrix [AI] by row and column
(row listing) as E:3f

Transforn [Al] to coded format as [C3]

" Transform [Al]] to precoded format as [C3]

Put the AI] matrix in column listing
and call it [c3]

Put the [Al| matrix in row listing and
call 1t |C3)

Construct stiffness, stress, and/or
loading matrices as [Al], (Bl and
[c1] respectively

Read matrix [A1], [B2], and/or @3] from
cards

Print matrix [A1], [B2],. and/or [C3]

-

WESTERN DEVELOPMENT LABORATORIES



PHILCO '

46

Table 4-3 is an example of the pseudo instructions for a pseudo program.

.The following is an explanation of operations directed by the pséudo instruc-
tions. |
Instruction 1,0, READ:

This instruction causes thc.input tape to bclrddd aﬁd the information
stored as designated on the card., In this case the matrices CATO0l, CAT002,
and CATO03 are stored on tapes nine, ten and eleven, Aach‘al group 6ne.
Instruction 3.0, READ: | ’

This instruction stores mat:ices'CAIOOA,.CAToos; Qnd CATO06 on tapes
nine, ten, eleven as group one respectively. Note that though instruction
2,0 is omitted this program {s acceptablae since instruction numbers neve;
decrease. ”

Instruction 4,0, ADDS:

This instruction causes matrix CATO01l, which is stored on tape 9 as

group 1, to be read into core. Then CAT002, which is stored on tape 10

as group 1, i8 read into corae block by block and the elements added to those

of the A matrix already in core. The elements are properly matched by use

of the row and column codes. The result is called SATOOl1 and is kept in core,

Instruction 4,1, PREP:

This instruction tells the pseudo program generator MAKER to set up the

coding to perform a loop four timas.

Instruction 4.2, VARY:

This instruction tells the pseudo pfogfam generator MAKER to set up the
coding to increment the parameters in the same locations on the next card by
the amount indicated on the VARY card minus one, ' On the first pass of.the
next card in the loop no incrementation of parameters is made., The parameters

are then incremented on each succeaeding pass.

]
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Instruction 4,3, ADDS:

This instruction, on the first pass adds SATOOI. which 48 in core, denoted .

by no tape-group numbei, to CAT003, which 1is sﬁored on tape 11 as group 1,
and calls the result SAT002,

Instruction 4.4, BACK:

This instruction tells the pseudo program generator MAKER to set up the
coding to continue the loop operation started by the PREP instruction until

3

the indexing is complete.
On the second pass through the ADDS instructionm, SAT002 is added to CATO004

stored in core and called SAT003, This process continues until the indexing

is complete.

. Instruction 5,0, INKS:

This instruction causes SAT005, the final re;uit of the indexing, to be
printed on the output tape.

Instruction 6,0 HALT:

This instruction "wraps up the program” and returns control to the job

system of the computcr{

[ars

~

PHILCO S
. . WESTERN DEVELOPMENT LABORATORIES



N .
3 .

4-8

RN 2t S Toradagd gy

TABLE l&.é'eﬁ

EXAMPLE PSEUDO INSTRUCTIONS

Ll 0 A 1 B | 2 c D | 3 | E
| 1.0 | 09001 CATO01 | 10001 | CAT002 | READ | 11001 | CATO03|.
3.0 | 09002 CATOO4 | 10002 | CATOO5 | READ | 11002 | CATO006
4,0 | 09001 CATOO1 | 10001 | CAT002 | ADDS SATO01
4.1 .| PREP
4,2 00001 | 000001 | VARY 000001
4,3 SAT001 11001 | CAT003 ADDS SAT002
4.4 BACK
5.0 | saToos | 1 Dxs
6.0 ) HALT
\
PHILCO
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5. Operation Subprograms

The operation subprograms perform operations on the natriécn. read

input and write output, and then return control to MPC., The following is

a 1list of subprograms, their imput and output formats, and the scratch tapes

they use 1f any.

.

TABLE S-1
OPERATION SUBPROGRAM FORMATS .

Subprogram Input Format Qutput Format Scratch Tapes Used
ADDS Coded Coded | Tape 8 will be used if core
,, R , cannot contain results,

SUBS Coded Coded Same comments as ADDS
- MULT Coded : Coded. - Tape 8 may be used

ROOT Precoded = ..., Precoded None . . ‘

CHOL " Coded ' Coded ‘ Tapaes 7 and 8 axre both usad
CHIN Coded Coded None

ITER Coded Coded : Tapes 7 and 8 are both Q:cd
WASH Coded . Coded ~ None | |

FLIP Coded Codea ‘ . 'Tape 8 may be used

’ SORT Coded Coded * . Tape 8 may be used |

CODE Precoded | Coded o None.

DECO Coded Precoded " - Nonae .
COLS Coded Coded None

ROWS Coded Coded None

BILD Element Data Coded None

READ Coded or péccodnd Coded or precoded None

INKS Codad or precoded cﬁdad or precoded None .

l P H l L C o : ) WESTERN DEVELOPMENT LABORATORIES |
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Most of the opeiation subprograms use the '(DAT) region in COMMON storage
to store matrices. They also use the ‘o.ther parameters in COMMON storage as
_ switches in directing subprogram flow.
The characteristics lhagdd‘. by all the operation aubp;'ograms are grouped
together in a separate description entitled NAME on fhe following pages'.
This 1s not a nubprograﬁ but ; variable title which can apply to any of the
_operation subprograms, The individual write-ups for the operation subprograms

follow the write-up entitled NAME,

N ) l
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Operation Subprograms: NAME, Title of any Individual Subprogram
NAME 1s not a specific subprogram. It is a variable
title referring to all the other subprograms.

Purpose: Description of program functions which are common to nearly all of
the subprograms.

Restrictions:

(1) Single-precision real term floating binary arithmetic is used,

(2) Data formats must be doded or precoded and row or column listed.

Input matrices must be sorted, row listed, and coded unless stated
othervise.

"(3) A, B, and C matriceé must be on different tapes unless one is known
to be in core and no tape assignment given,

. Method: Format, listing, and shape requirements are checked. All these
inconsistencies are reported before  the non~-corrective error exit is
- taken, If core is too small to handle the data, the flow disrupt error
is taken., If the matrices fit in core, all operations are done in core
and, if possible, the result left in core and optionally written on
tape. The procedure for data handling when core is too small is
described where appropriate. Errors in the data discovered in the
course of calculations (such as non-positive-definiteness and failure
of {iteration convergence) are treated as non-correctiva.

Usage:

~

(1) Calling sequence is CALL CHAIN (I, 3) where I is the subprogram
identification number and 3 tha structural analysis system (SAS)
program tape.

(2) Subroutines and subprograms referred to include only those in SAS,
Most subprograms use COINS and TAPES a8 subroutines,

Coding Information:

(1) COMMON contains the following one-dimensional arrays:
. ABA: 20 possible logic pseudo codes
ABB: 100 possible operation codes
BUR: The 12 words of the current pseudo instruction
NCE: The 1 word error indicator
TRA: The 30 words for the A, B, and C matrix identification data,
KOD: The 5 word region for forming and decomposing codes
NLD: One word defining the dimension of DAT
NBD: One word defining the number of blocks in DAT
REE: The 120 word storage region for reading tape blocks
WRY: The 120 word storage region for writing tape blocks
DAT: The region for data storage containing NLD locations

COMMON (each subprogram identifies only those arrays addressed
by that particular subprogram).

4 . .
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BUR must not be changed by a subprogram. Subprograms are concerned
with only the integer data in BUR (2), BUR (5), and BUR (9) and
BUR (12) . These are the tape numbers of the A, B, and C matrices
and the subprogram control information respectively.

NCE is'set zero before entry to the subprogram. Upon return, a
non-corrective error is indicated by NCE = 1, A flow disrupt
error i{s indicated by NCE = -1, NCE = 0 indicates no error.

TRA is modified by the subprogram to characterize the subprogram
output data. This array consists of three groups of ten words,
The first eight words in each group are the matrix identification
data. These words have the following form and interpretation:

1, Alphabetic: Matrix letter designation
2, Integer: Matrix numeric designation
3. Integer: Number of data blocks in the matrix
4. Integer: Number of rows in the matrix
5. Integer: Number of colums in the matrix
6. Integer: Listing 1ndicator =1, row listed; 0, unsorted;
+1 column listed
7. 1Integer: Coding format 0, coded; 1, precoded
8. Integer: Tape group numbar
9., Integer: 1Index locating data in DAT.
If >0, matrix £{s in core at DAT (index value) .
If = 0, matrix is not in core and tape is not positiomed
for reading.
If <0, matrix is on tape, tape is positioned, and matrix
can be read into DAT (-index value)'.
10. Integer: Initial TRA index of identification data for a
matrix TRA (10) locates A matrix identification, TRA (20), B
. and TRA (30) C.

Only items 3, 4, 5, 6, 7, and 9 can.be supplied by the subprogram.

The output tape is 6. The input tape is 5. These are addressed
directly for comments. Scratch tapes (7 and 8) may also be directly
addressed, need not be written in block format and must be left
rewound upon exit from a subprogram if they are used for inter-
mediate storage. '

Each: subprogram must be given a designation denoting its input and
output limitations. This designation i1s used by Master Intelligence
and consists of four numbers, The first number is the chain identi-
fication number; the second, the identity of input matrices required
in core upon subprogram entry; the third, the identity of input
matrices permitted in core; and the fourth, the number of output
matrices required. Input matrices are counted from the left on the
pseudo instruction; output matrices from right to left. The
identity of input matrices is a binary coded number where bits
correspond to the A, B, and C positions respectively. If this is
six, for example, the A and B matrices are denoted. If two only, B.
This designatfion appears in the coding information of each subprogram.

WESTERN DEVELOPMENT LABORATORIES
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(7) The non-corrective error designated as a machine error is used to

indicate that a parameter has assumed an impossible value during
the course of the calculations,

(8) All subroutines are closed,

- (9) Identificatidn of matrices read from tape are checked by the operation
subroutine, Coded matrices written on tape by the subroutine must
- £1l11 the last bleck or be ended by a zero in the last block,

'. PHILCO
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Operation Subprogram: ADDS, Matrix Addition
Purposa: To form C = A + B vhere A, B, and C are coded hatrices

Restrictions:
(1) Tape 8 cannot be used for A, B, or C
(2) None of A, B, or C need fit in core,

Maethod: If both matrices are in core, they are moved together and
sorted as a one-dimensional array using SORTS, If one
matrix is on tape it is read into core by block and mixed
with the in core matrix until core is full., The rest of
the operation is the same as SORT, If neither matrix is
in core blocks of the A matrix are read and Mixed into core
(using MIXES) . Block reading and mixing continues until
core or both matrices are exhausted. The raminder of the
method is the same as SORT,

Usage:
(1) Calling sequence is CALL CHAIN (8, 3)

(2) This subprogram uses TAPES and SORTS as subtoutinea.
(See SORT for a description of SORTS).  COINS is required -
but not entered., This is because SORIS uses COINS for
some applications, but not this one.

(3) This subprogram nly use scratch tape 8 for intermediate
storage. . ‘ .

Coding Information:

)

Subprogram designation is (8, 0, 6, 1)

PHII.CO
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~ Operation Subproqram: SUBS, Matrix Subtraction .
Purpose: To form C = A - B where A, B, and C are codad matrices
Restrictions:
(1) Tape 8 cannot Sc used for A, B, or C
- (2) None of A, B, or C need fit in core
Method: The procedure is the same as for matrix addition (ADDS).
: On the firet pass through the B matrix, signs of the
elements ara changed, however,
Usage:
(1) Calling sequence is CALL CHAIN (17, 3)
(2) This subprogram uses TAPES and SORTS as subroutines.
(See SORT for a description of SORTS), COINS is required but
not entered. This 1s because SORTS uses COINS in some

applications, but not this omne.

(3) This subprogram may use scratch tape 8 for intermediate
: storage.

Coding Information:

Subprogram designation is (17, 0, 6, 1)

' : P H l L C o WESTERN DEVELOPMENT LABORATORIES



Operation Subprogram: MULT, Matrix Multiply

Purpose: To form the matrix product C = AB ' where A B, and C
are coded.

Rﬁ;tricttons:

(1) The B matrix must be column liated.
(2) Either A or B must fit in core
' : (3) C must be written on tape

(4) The listing of C depends on whether or not A is in
_core during the multiplication. :

Method: If A and B fit in core, A 1is multiplied by B and the
resulting matrix listed by column on the matrix output tape.
1f a 1s in core and B does not fit, A 1is multiplied by B
and the partitioned results written on scratch tape. SORIS
is then used to sort the complete C matrix by column and write
the result on the matrix output tape, If A does not fit in
core, the partitioned C matrix is written on the scratch tape
and SORTS used to sort the C matrix and list it by row,

Usage:
+ (1) Calling sequence is CALL CHAIN (9, 3)
(2) This subprogram uses COINS TAPES, and SORTS as subroutines

(3) This subprogram may use ncratch tape 8 for intermediate
storage ; v

Coding Information!

The subptogram'dasignacion is (9, 0, 6, 1) '
, ~ R

PHILCO
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Operation Subprogram: ROOT, Symmetric Matrix Roots

Purpose: To obtain the latent roots and vectors of A, a square, symmetric
matrix ' ‘
]

Restrictions:

(1) The A matrix must be in precoded format, square, symmetric, and
prestored in the first part of the data region.

- (2) Matrix order must be greater than 1 and less than 96.

Method: Givens' method (See Modern Computing Methods, Philosophical Library,
1961, p. 30, 31) 1is used. Matrix shape, size, format and symmetry are ‘
checked. Symmetry is required to four significant figures, If the

. matrix is too large, the flow disrupt error exit is taken. If the roots
can be obtained, the matrix is expanded into a two-dimensional array
and ANF402, a SHARE FORTRAN subroutine is used to get both the roots
and vectors. Vectors are given the B matrix designation; and roots, the
C matrix designation. Vectors are of unit length, Row codes of the B
matrix are taken to be those of the A matrix, Column codes of the B
and C matrices are numbered in sequence. Matrices are rewritten in
precoded format and written on tape if required, .

Usaga:
(1) Calling sequence is CALL CHAIN (15, 3)

(2) This subprogram uses ANF402 (SHARE FORTRAN subroutine) as a subroutine.
The TAPES subroutine of SAS is also required.

Coding Information:

(1) Machine time is proportional to matrix order squared. An upper
bound on time is T = (1/20)N2 where T is in seconds and N the
matrix order, ‘ _ ‘

(2) This routine may fail to locate all vectors for multiple roots, o
In any case, these vectors are generally not mutually orthogonal.’

(3) Underflow may occur with predominately zero or near zero matrices.

(4) A small increase in matrix order handled (one or two orders) can
' be achieved by rearrangement of erasable storage in conformance
with final system storage assignment. If only latent roots are
desired, matrix order can be increased to 140 x 146 by a
reassembly.

(5) The subprogram designation is (15, 4, 4, 1).

, .
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Operation Subprogram: CHOL, Simultaneous Equation Solution Using Choleski
Triangular Decomposition

Purpose: To fo*m Cw A”ls where A is a square positive definite matrix
and B a set of vectors.

Restrictions:

(1) A must be on tape. A must be square and positive definite and
is assumed symmaetric,

(2) B must be on tape and be listed by column.

(3) C must be written on other than the B tape and will be coded
" and row listed.

(4) The diagonal and upper triangular part of A must fit in core
‘ in cariable band form along with two full columns of the
B matrix,

Mathod: Coded elements of A are read and a table of distinct codes
compiled. The coded B matrix is read and written on scratch tape
followed by the code table, The A matrix is then read into core
and put in variable bandwidth form, a 1list of the locations of
the last element in each row being formed. A is then decomposed
such that U UT = A, If square roots of negative numbers are required
the matrix is not positive definite and the non-corrective error
exit is taken., The equations Ix = B are solved, y replacing B
in core. Then, LTy = y is solved, U replacing y. Each column of

- B is treated separately and columns of C written on the scratch
tape. Finally, the columns of C are read from the scratch tape,
coded, and written on the output matrix tape. Columns of C are

\ numbered in sequencs.

Usage:

(1) Calling sequence is CALL CHAIN 3, 3.

¥ _ - (2) This nubptogt#m uses COINS and TAPES as subroutines.

y ' (3) This subprogram uses both scratch tapes for intermediate
: - data storage.

(4) The C matrix will be listed by column and will contain elements
for every row of the A matrix.

(5) 1If an extra row is included in the B matrix, a comment is
printed, this element is ignored, and calculations are
continued. ' '

Coding Information:

(1) Maximum matrix size is 6666 x 6666 with no practical limit on
: the number of columns in the B matrix, Actual size limits

c o WESTERN D.EVELOPMENT LABORATORIES
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depend on the average bandwidth by N = 20000/(3 / b) where b

is the average number of elements in the band not including

the diagonal. The maximum matrix size is attained, for a

given problem, by numbering the nodes so that the band is kept
to a minimum and increased as slowly as posaible. The program
i{s intended to handle the solution of simultaneous equations for
structures with stiffness matrices of order 2 x 2 to 500 x 500,

- (2) The Choleski algorithm 1. a nubroutino con:&ined within this
subprogram.

(3) The non-corrective exit is taken if A 1s not positive definite
or no tape assignment is given for C as well as for format,
shape, and listing errors.

(4) The subprogram daoignation is (13, 0, 0 1)

l PHILCO
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Operation Subprogram: CHIN, Form the inverse of the Choleski decomposition
matrix

Purpose: To form B = U where U UL = A, and C = U-1
Restrictions:

(1) A must be on tape. A must be square, positive dafinitc, and
is assumed symmetric.,

(2) B and C will be coded and listed by row. ' h

(3) The diagonal and upper triangular part of A must fit in core
with two vectors of a length equal to the order of the A matrix,

Method: Coded elements of A are read and a table of distinct codes compiled.
The "A" tape is backspaced and reread and the matrix put in variable
bandwidth form, a list of the last_element in each row being formed.

A is then dacomposed such that U UT = A, If square roots of negative
numbers are required, the matrix is not_positive definite and the
non~-corrective error exit is taken. U™* is formed in core, defining C,
and the result coded and may be left in core and optionally written

on taspe, It will be left in core if it can be contained there.

Usage:
(1)- Calling sequence is CALL CHAIN (12, 3);
(2) This subprogram uses COINS and TAPES as subroutines.
(3) Code numbers in C will correspond with those in A.
Coding Information:
(1) Maximum matrix size is 6666 x 6666; actual limit depends on the
bandwidth which can be effected by the choice of node numbers

in the problem.

(2) The decompoaition and inversion is a aeparable subroutine of
this subprogram.

(3) The non-corractive exit 18 taken if A is not positive-definife
as well as for format, shape and listing errors.

- (4) Subprograﬁ designation 1is (12, 0, 0, 1).

WESTERN DEVELOPMENT LABORATORIES
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Operation Subprogram: ITER, Simulcaneoul Equation Solution uaing Accelerated
o ‘Seidel Iteration

Purpose: To foim C= A'IB where A is a square positive definite matrix and
B & set of vectors

Restrictions:
(1) A must be square and have non-zero diagonal cleman:c. The iteration
will not converge if A 1is indefinite.

(2) B must be listed by column,
(3) Two colums of C must fit in core simultaneously.

(4) C will be written in coded format, listed by column, but not sorted
within the column, :

(5) A, B, and C must be written on tape and must be on different :apes.

Method: Core storage is reassigned and tapes repositioned if necessary.
As much of A as will fit {s read into core, raecoded, and diagonals
check to be non-zero. The rest of A, i{f any, is similarly treated
by blocks and put on the two scratch tapes. The first block of B
is read in. Rows corresponding to the first B block are relaxed and
then additional B blocks are read and rows relaxed until the first
colum of the C matrix has been changed. When either the required
accuracy or maximum number of iterations has been obtained, the
columns are written in blocks on the output tape with column coding
matching the B column designations, A null vector is taken as the
initial guess and standard Seidel iteration 18 used for the first
cycle, Successive ifterations are performed using an adjusted over-
relaxation factor. FPor the first column of C this is defined as 1.50.
When successive estimates of the latent root differ by less than
1/1000, and at least ten percent of the iterations have been performed,
a nev estimate for the overrelaxation factor is formed using Young's
formula ("Iterative Methods for Solving Partial Difference Equations
of the Elliptic Type," Trans. Amer. Math, Soc., Vol. 76, p 92).

Usage: \

(1) The calling sequence is CALL CHAIN (i1, 3).
(2) This subprogram uses COINS and TAPES as subroutines,

(3) Printout of iteration progress may be obtained by using a
negative E field input in the pseudo instruction,

-
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(4) 1I1f a number is included in the B field, its upper digit defines
the number of significant figures of accuracy required and the
lower three, the maximum number of cycles of iteration. If the
upper digit is zero, 3 significant figures are required. If the
lower digits are zero, n/3 iterations are tolerated where N is
the matrix order,

(5) Both scratch tapes are used by the program evaen though matrices
may £it in core, . =

Coding Information:

(1) Maximum matrix size 4s 10,000 x 10,000. ximum size for all
in core operation {s 2N - 2 + 40,000 - " where k 1is the

-—.ﬁ———-

percent of non zero elements in the matrix,

(2) Recode is written as a subroutine in this subfunction. It recodes

' the matrix, forming a code table, and checks for zero diagonals.
Recoding consists of negative numbers for diagonals and new rows.
Numbers are the indices of the C element required in the matrix
multiplication, :

(3) Column codes of the C matrix are chosen to correspond with those
of B,

(4) 1f convergence is not obtained in tﬁe permitted number of cyclés;
the error exit is taken., This exit is also taken if a diagonal
is zero or no tape assignment is given for output.

(5) The subptogran designation is CJI; 0,0, 1).

I rHico
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Operation Subprogram: WASH, Special matrix multiplicition}

Purpose: To pr&- and post-multiply a ;quara matrix by a diagonal
matrix where only the non-unit elements are supplied,

Restrictions:

(1) The A matrix must fit in core. -
(2) The B matrix need not be sorted,

Method: All A matrix codes are decomposed and checked to see if only
diagonal elements are included, Compound codes are replaced by
row codes. Blocks of the B matrix are treated, one at a time.
Treatment consists of decoding, When neither row or column codes
correspond the element is left unchanged. For each code component
‘of a B compound code that matches an A cods, the Corresponding
elements are multiplied. Zero elements are dropped and the matrix
clinched up accordingly. The C matrix is left in core or written

on tape as required. Both the A and B matrices are destroyed
during calculation. ‘ :

Usage:

(1) Calling sequence il‘CALL CHAIN (10, 3).

(2) TAPES and COINS subroutines are required by this subroutine.
Coding Information:

(1) If the B matrix will fit in core, the C matrix will always
fit in core,

(2) 1In addition to format errors, the non-corrective stop is taken
- when elements of the A matrix are not on the diagonal or if a
zero code is introduced before the last element.

(3) A flow disrupt error is taken when A will not fit in core.

(3) The subprogram designation is (10, 4, 6, 1).
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Operation Subprogram: FLIP, Mafrix Transpose

Purpose: To to?n C, the transpose of the A.nlttlx-

Reptrictiono: -
(1) Neither A nor c‘need fit in core
(2) A and C cannot be on the same tape

Method: Row and column code designations are exchanged and listing
indicator changed. Thus if A is originally row listed, C = AT
is row listed. . o : :

Usage:
(1) Calling sequence is CALL CHAIN (S, 3).
(2) This subprogram u‘dt TAPES and COINS d;‘lubroutinac.

Coding Information: . |

Subprogram designation is (5, 0, 4, 1).‘ :

.k
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Opexration Subprogram: SORI. Matrix Sort and'Union

Purpose: To order the A matrix, a codad na:rix, by ascending codes
adding elements with the same coda. ' ) ‘

Restrictions:
(1) The mattiximnst be in coded format
(2) Neither the input nor the output matrix can be on tape 8.

Mathod: If the matrix is in core or fit in core, it is sorted
and written on tape, if required. If the matrix does not fit into
core, core 18 filled and sorted and the resulting partition written
on the scratch tape by block. The remaining blocks are sorted and
mixed so that after the entire matrix is passed over - the lowest
element numbers remain in core. Each sorted block is also written on
the scratch tapa. The lowest "slab" in core is written from core
onto the output matrix tape, The scratch tape i{s then read a multiple
number of times, the slab of the next lowest codes and corresponding
elements being extractod in each pass and wtitten on the output tape.

Usage: _ ‘
(1) Calling sequence is CALL CHAIN (14, 3).

(2) This subprogram uses TAPES as a subroutine. COINS is
required but not entered in the SORT option,

- (3) This subprogram may use 8 as a ocratch tape for inter-
mediate storage. . :

Coding Information:

(1) This subprogram includes SORTS as a subroutine and MIXES and
' ORDER as subfunctions of SORTS, ORDER rearranges a one-
dimensional array by increasing code., MIXES collates two
ona-dimensional arrays summing elements in the intersection.
SORTS directs flow and handles recoding when required
(as in FLIP, MULT, COLS, and ROWS). Calling sequences for
these subroutinea are as follows: Lo :

CALL SORTS (M, N, NI)

M is the sorting indicator
-1, order codes (with elements)
0, interchange row and column numbers in codes before
ordering
1, interchange row and column numbers in coden before
and after ordering

N is the number of matrices involved (one or two). If
N< O, -N is the number of blocks on the scratch tape and
MULT £s the operation.

v
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NI is the union indicator

1, add matrices A and B _
=1, subtract matrices A and B

CALL MIXES (KUT, KUP)
KUT {s the highest code for which sorting is compietc.

KUP is the index of the last code iﬁ the DAT region. New codes
may be stored two locations beyond this location upon entry to MIXES, -

CALL ORDER (A,L)
A is the array to be ordered

'L is the array index of the last code in the array

The subprogram designation. is (x4, 0, 6, 1)
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Operation Subprogram: CODE, Matrix coding and cemtractien

Purpose: To p\it a preceded matrix in ceded fermat or renams a ceded
matrix '

Restrictions:
(1) Input and eutput matrix tapes must be different tapes
(2) All cedes from the preceded matrix must fit in cere
(3) oOutput will be in the same sort as imput
Methed: If already :I.ﬁ coded format the matrix is read from tape,
renamed, and written en the eutput matrix tape, one block at a

time, If not, all codes are read into core, Elements are
read into core ene block at a time, Codes are generated feor

o Sel ¥

the non-zero elements from the rew and column désignatiens,
' The output is written en the output matrix tape by bleck and
followed by the identificatien bleck. ' -
' Usage: |
(1) Calling sequence is CALL CHAIN (6, 3)
' ' (2) This subprogram requires COINS and TAPES as subreutines.
g Coding Informatien: ‘
(1) It will be desirable te include the capability ef all-cers
E operation in this subpregram te increase execution speed
¢ if extensive use is made e¢f this subpregram,

(2) The subprogram designation is (6, 0, 0, 1)

PHILCO
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Operation Subprogram: DRCO, Matrix decoding and expension

Purpose: To put a matrix in prccodod format or rename a precodud
: matrix

Restrictions:

(1) Input and output matrix tapes must be different tapes,
(2) All codes of the precoded matrix must fit in core.
(3) Output will be in the same listing as input,

Method: 1If alteady'precoded, the matrix {8 read from tape, renamed,
and written on the output matrix tape. Alternately, the coded
matrix is read from tape, a block at a time, a table of unique
row and column codes is formed and written on the output matrix
tape, The matrix is then reread and elements of the precoded
matrix stored in blocks and written on tape. Zero elements are
.supplied as required.

-Usage:

(1) Calling sequence is CALL CHAIN (7, 3).
(2) This subprogram usas TAPES and COINS as subroutines.

Coding Information: “

(1) It will be desirable to include the capability of all-core
operation in this nubprogram if extensive use {s made of

this subprogram.

(2) The subprogram designation is (7, 0, 0, 1).
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Operation Subprogram: COLS, Matrix Column Lister

Purposa: To re;fort e matrix, 1f necessary, so it is listed by columm,

Restrictions:

(1) 1Input and output matrix tapes must differ.,

(2) Matrix must be in coded format

Method: If the matrix is already column listed a comment is printed
and the matrix written on tape if required. Otherwise, the row
and column designations are interchanged in the codes and the

matrix sorted. After sorting the codes are returned to their
original status. '

Usage: v

(1) The calling sequence is CALL CHAIN (3, 3).

(2) This program requires TAPES and sbxrs as subroutines.
Coding Information; | |

(1) A flow disrupt error occurs if the matrix is in precodad
- format. .

(2) Most of this routine is used for Soth ROWS and COLS,

(3) The subprogram designation is (3, 0, 4, 1).

PHILCO
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Operation Subprogram: ROWS, Matrix Row Lister
Purpose: To résoft a matrix, {£f necessary,'so it 1s 1listed by row,
R;strictions:
(1) 1Input and output matrix tapes must differ,

(2) Matrix must be in coded format.

Method: If the matrix is already row listed a comment is printed
and the matrix written on tape if required.  Otherwise, the
row and column designations are interchanged in the codes
and the matrix sorted, After sorting the codes are returned
to their original status,

Usage: »
(1) The calling sequence is CALL ROW (4, 3) —

(2) This program requires TAPES and SORTS as subroutines

Coding Information:

(1) A flow disrupt error occurs if the matrix is in
precoded format,

(2) Most of this routine is used for both ROWS and COLS ,

. (3) The subprogram designation 1is (4, 0, 4, 1).

J
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Operation Subprogram: READ, Read a matrix from cards

Purpose: To read a matrix from the input tape and store it in core or on‘tapc

Restrictions: i

(1) The fdentification card must precede the matrix.

(2) The matrices must be in the sequence in which they are called by
- the pseudo instruction,

- (3) Matrix date may be in coded or precoded format.
(4) Matrix data must match identification information,

Method: The identification card is read. The matrix number is checked with
that required and the matrix data read using the identification infor-
mation. The matrix is read and stored in core or on tape one block at a
time. :

Usage:
(1) Calling sequence is CALL CHAIN (1, 3).
‘(2) TAPES and COINS are used as subroutines.

(3) The identification card must be in format (A3 I13), 516.
It contains the following data:
(A3, 13): The alphanumeric identification of the matrix., The
numeric designation must be greater than zero.
(16): The number of input cards in the matrix
(16): The number of rows in the matrix
(16): The number of columns in the matrix
(16): Listing: -1, listed by row; +1, listed by column
(16): Format: 0, coded; 1, pracoded .

(4) Coded matrices must be in format (3(2(15, Il) F12.0)) Data on
each card is interpreted as follows:
(15, I1): The row identification number
(15, 11): The column identification number
(F12.0): The matrix element

(5) Precoded matricesAmust have row and column {dentifications in
format (12(I5, I1)) and elements in format (6F12.0).
Codes must precede matrix elements,

Coding Information:

(1) This program contains the subroutine CR which is used to store the
matrix in core.

(2) The non-corrective error exit is taken if identification does not
match that of the pseudo card or if a zero code is used in a
precoded matrix, Format errors will also occur if cards are
improperly punched. :

(3) The subprogram designation is (1, 0, 0, 3.

.
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Operation Subprogram: INKS, Matrix ?rinte:

Purpese: Te print eut the A, B, and/or C matrices as required, in either
coded or precoded format

Restrictions: (1) Preceded matrices must fit in core.
(2) Header cards are printed out with the "A" matrix only.

Methed: All in-core matrices to be printed are printed first, Then all
on tape matrices required are printed. For precoded matrices the
entire matrix is read inte core a block at a time and then printed.
Pre-coded matrices are partitioned vertically, Each printed
page contains the matrix name, sequential page number, and appro-
priate row and column headings., The page following the last page
with matrix print out centains a statement giving the matrix name
and the total number of pages eof printout for that matrix,

U-agcz
(1) Calling sequence is CALL INKS
(2) This subreutine requires TAPES and COINS as subroutines,

(3) The "Header Card" format is 12A6. Information in card
columns 1 te 72 inclusive is printed.

(4) The number ef "Header Cards" to be read is entered in the
E field of the pseude instruction card with format I5.
The maximua value of this integer is 32767.

Coding Informatien: ‘ I

. (1) This subroutine double spaces the matrix print out, Comment
A : cards indicate the location of changes necessary to single
« space the matrix print out,

*i | (2) Data in the DAT region, beginning at the bottom, is des-
| o . troyed by a precoded matrix read from tape. The precoded
\ matrix will eccupy the first locatioens.

(3) Format statements are not compatible with the Philco 2000,

(4) 1f the ID of an on-tape matrix to be printed does net agree
with the ID of the matrix on the pseudo instruction card,
- an error print out is made and flew disrupt exit taken after
all matrices are handled., If the precoded matrix will not
fit in cere an errer comment is printed out,

WESTERN DEVELOPMENT LABORATORIES *
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6. ﬁILD Subroutines

The pu;;pou of the BILD Subprogram is to control flow between the
various matrix generator subroutines, The flow :I.i as follows, On receipt of
a BILﬁ command, MPC selects the BILD subprogram from the library tape, reads
it into core and transfers control to it. BILD then directs the reading of
material tables and input data for each structural element, checking of the
data, and selecting the appropriste generation subroutine,

The BILD usage writeup appears on' the pages following. An explana-
tion of input formats defined is given in ioction 7. Section 7.2 describes

the interpretation of the material table data required by BILD.
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Operation Subprogram: BILD, Generator of Structure Matrices

Purpose: To read material tables and element data and idantify alement

subroutine qutput and write on matrix tapes.,

Restrictions:

(1) The input tape must contain the material tables and element
: input data and be positioned to read the material tables

(2) All output matrices must be written on tapes.

(3) Only FACET elements can be treated,

Method: The material tables are read from the input tape, Element data

Usage:

. (1) Calling sequence is CALL CHAIN (16, 3).

PHILCO

for an element is read in, data checked, data optionally printed out,
and transfer made to the required generation subroutine. This procedure
is repeated for each element. Matrix numeric names are assigned to
correspond with the element number, Tape assignments are consecutive
starting from the initial assignment of the pseudo instruction and in
the order of A, B, C i{f common tapes are used.

- (2) This subprogram uses COINS and TAPES as subroutines., In addition

it requires a subroutine for each of the structural types identi-
fied by the element data, The only such subprogram currently
available is FACET. :

(3) The materials table must be ended with a blank card, Data for a
given material must be grouped together and ordered by increasing
temperature. Material table data is generally in E8.4 format.
Two cards are required for each temperature level. Information
on these cards is given the following interpretation:

(2X,A6): The material identification

(E8.4): Temperature related to the given properties :

(E8.4): Coefficient of thermal expansion, inches/inch degree

6(E8.4): Dyyp» D215 Dg1» Dg2s Dggo material coefficients, lbs/in

9(E8,4): Dq, D 32, D33, D44 Ds4s Dggs Dy, material coefficients.
1bs/in%4, (second card)

2

Any of the data may be zero except the material identification. . -

(4) Element input data must include at least two cards of data.
Each card is numbered in the first colummn in Format Il with a
number from one to six. The first card of data for an element
must be numbered one and the last, six., Other cards for the
element need not be in sort, Omitted data is assumed to be zero.
Format of the first card is (X1, ZX, I3, ZX, I4, 312)

WESTERN DEVELOPMENT LABORATORIES
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AG, 4¥6,0) Format of all other cards is (Il, F5.0, 11P6.0).
Data is given the following interpretatien:

Card Format Data

1-6 (11) Card number

1 (X, 13) : Element number

1 (2X, 14) _ Structural type

1 (12) - Coordinate system indicater

1 (12) Temperature indicater

1l (12) a Prestress indicater

1 (AB) Material identification o
1 (F6.0) « Temperature level

1 (F6.0) Pressure level

1 (E6.0) Weight level

1 (5F6.0) Geometric data .
2 (F5.0,11F6.0) Element temperatures and prestresses

3 (F5.0,11F6.0) Element local reference plane location data

4-6 (F5.0,11F6.0) Element node numbers and nodal coordinates
(5) The absolute value of the psudo instruction E field input
: defines the number of elements to be handled., If the number’
is negative, the material tables and element input are written
en the output tape. Matrices will be generated only if a
tape assignment is given for them in the pseudo instruction.
(6) An error exit will eccur if cards are in improper format er sert.
Coding Information:

(1) If new generator subroutines are to be added, additional branches :
must be provided in the form indicated in the comment cards.

(2) Subprogram designation is (16, 0, O, §.

]

K
l . P H I L c o . WESTERN DEVELOPMENT LABORATORIES



URPE

C e . AR LT,
. . .

Ty

—~—

- S

hY

-

TR

e e

- e

6.1 FACET Subroutine

The "tr*angular facet'" BILD nubtoutinn‘it the only genaration
subroutine included presently. This subroutine is called FACET. It generates
stiffness, stress, and loading matrix coefficients for a thin flat triangular
element. It performs coordinate transformations required. The chief purpose
of this subprogram is to provide the capability to analyze plates and shells.
It can be used to approximate any structural geometry, however.

The following information concerns the pa?ticular interpretation of
element input data by the FACET subroutine. General requiréments and defin-
itions of input data are given in Section 7,

1, The "structural type'" number is 3001

2, '"Pressure level': Normal pressuré in the local plﬁs z direction

in pounds per square inch,

3. '"Weight level™: < 0 weight in pounds per cubic inch

70 weight of facet in pounds

4. '"Basic geometric data": Thickness of facet. This occupies Field 8

in Table 7-2 and 7-3. | |
S. Surface temperatures: The temperatures:of the upper and lower
surfaces in that order. These two quantities occupy Fields
1 and 2 respectively in Tables 7-2 and 7-3,

6. The local reference system is a rectangular cattesianicoordinate
system, - A

Writeup of the FACET subroutine is given on the following pages.
Section 7.3 contains a general writeup of the interpretation of element
input data. The theoretical basis for the eﬁuations used in FACET are

included in the SAS technical Report.
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BILD Subroutine: FACET

Purposa' To generate and tape the stiffness, stress, and/er
Ioading matrices in coded format.,

Restrictions:

. (1) Adequate element data must be introdﬁced to define
a constant thickness flat triangular shell element,

(2) Coordinate systems must be chosen to be consistent with
the rest of the elements,

Method: The FACET package consists of 17 subfunction routines
called, as required, by the FACET subroutine. These first
generate the facet natural coordinates, In this coordinate sys-
tem the loading matrix coefficients and the stiffness matrix
coefficients are generated. The coefficients of the matrix
to transform to the local coordinate system are then developed
and the loading and stiffness matrices transformed to this
system. The transformation coefficients relating the final
and local system are generated. The loading matrix is then
-transformed to this system, coded, and written as the C3
matrix. The stiffness matrix is postmultiplied by the
transformation matrix to put the displacements in the final
coordinate system, If required, the transformation matrix
coefficients which convert the stiffness inte the stress
matrix are then calculated and the transformatien performed.
The stress matrix {s written on tape as the B2 matrix. The
stiffness matrix is transformed to the final coordinatc
system and written on tape as the Al matrix,

All matrices are identified by the alphabetic designation
given on the BILD pseudo instruction but are numbered

to correspond with the related element number. Matrices are
stored in consecutive groups on the tapes designated on the
BILD pseudo instructien. Equations used in the program

are developed in the Structural Analysis System Technical
Report. : o

Usage:

(1) Calling sequence is CALL FACET

(2) This subroutine uses TAPES and COINS as subfunctionl

(3) Element data required is contained on cards one and
six. Input on cards two and three may be used
but any data on cards four and five will bc

- disregarded.

(4) A nonrecoverable errer will eccur if the element

data does not define a facet.

3
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Coding Information:

-

(1) The purpose of each of the subfunction programs is as follows:

Subfunction Purpose

—~—

COR Findé natural coordinates and moments of inertia
TRN Forms transformation matrix from natural to local

and local to final coordinate syatems. ‘

i

'{V' LoD Forms loading matrix coefficients in local coordinates system
STF Forms stiffness matrix in natural system
STR Forms matrix to transform stiffness to stress
SFT Transform stiffness matrix to final coordinates
PATH Integrates edge loads to define stress
INVER Inverts & 3 x 3 matrix
ADM Relocates and adds 3 x 3's to form transformation matrices
SAD Forms a component of the stiffness matrix
SCA Multiplies a 3 x 3 matrix by a scalar
ADD  Adds 3 x 3 matrices |
MUL Multiplies 3 x 3 matrices
TABLE Interpolates in the material tables for element properties
MOD Modifies the transformation matrix for local coordinates
COES Codes and writes matrices on tape
ADS \ Stores 3 x 3 matrices in a 15 x 15 Artay )

(2) This subprogram uses the DAT region for 1ts erasable storage.

(3) See the information on the following four pages.

l PHILCO
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“TABLE 6-1
| TABLE OF CODE - COMPONENT NUMBERS

Stiffness Magrix Row/Column Codes;
Stress Matrix Column Codes; loading Matrix Row Codes

Row/Column Code Component: Symbol < Description
1 First 1 - Displacement x-direction; first node
Node Number " ‘
2 .o 2. x1 Rotation about x-axis; A
3 " 3 y1 Displacement y-direction; "
4 " 4 !vyl Rotation about y-axis; v
5 o 5 v Displacement z-direction; "
6** " 6 z1 Rotation about z-axis; " ‘
7 Second -1 " x2 Displacement x-direction; second node
Node Number
8 " 2 2 Rotation about x-axis; "
9 b 3 L y2 Displacemﬁnt of y-direction; "
10 _ o» 4 - y2 Rotation about y-axis; "
11 " 5 vy Displacement z-direction "
Jok
12 " 6 22 Rotation about z-axis; "
13 Third 1 x3 Displacement x-direction third node
Node number
14 " 2 x3 Rotation about x-axis "
15 " 3 v3 Displacement y~-direction;. '
16 " 4 y3 Rotation about y-axis "
17 v . 5 :“3 Displacement z-direction "
18** b 6 x3 Rotation about z-axis "

-

*Stress matrix has an additional column (thermal stress) with a code of zero and
a component number 9,

**These rows are deleted if the node 1s considered in local coordinates, 1In
this case all following row numbers are reduced by one. Dimensions for the
stiffness matrix may vary from 15 x 15 to 18 x 18, for the stress matrix from
8 x 16 to 8 x 19, and for the loading matrix from 15 x 5 to 18 x 5,
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Code

"
e
"

Code

TABLE OF CODE -~ COMPONENT NUMBERS

Stress Matrix Row Codas

Component
1

R (V]

g < X X X

Symbol
qﬁll
q22
<12
11

22
12

Description

Normal force/length in x-direction

". y~direction
Shear fo;ce/length in xy-plane
Bending moment/length about x-axis
| v y-axis .
Twisting moment about xy-plane’
Shear force/length in yz-plane

" ' xz-ﬁlane

TABLE OF CODE - COMPONENT NUMBERS

Loading Matrix Column Codes

Component
1
2

Description
Gravity loading applied in x direction
" y directiop
" z direction
Pressure ioading in local z direction

Thermal loading

WESTERN DEVELOPMENT LABORATORIES
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Coding Information:

(1) The purpose of each of the subfunction programs is as

follows:
Subfunction Purpose
TR Finds natural coordinates and moments of
inertia
Forms transformation matrix from natural
to local and local to final coordinate systems.
] Forms loading matrix coefficients in .
local coordinates system
STF Forms stiffness matrix in natural system
STR " Forms matrix to transform stiffness to stress
SFT Transform stiffness matrix to final coordinates
PATH Integrates edge loads to define stress
INVER Inverts &8 3 x 3 matrix
ADM ~ Relocates and adds 3 x 3*s to form
transformation matrices _
SAD Forms a component of the stiffness matrix
SCA Multiplies a 3 x 3 matrix by a scalar
ADD Adds 3 x 3 matrices’
UL Multiplies 3 x 3 matrices
TABLE Interpolates in the material cablea for element properties
Fto) Modifies the transformation matrix for local
coordinates
o238 Codes and writes matrices on tape
A0S .. .Stores-3-¥3-matricesin-e&-15-x-13-arvay-

(2) This subprogram uses the DAT region for Ltsveraéable storage.

PHILCO
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7. Input Data
This section describes the four principal types of input data::

.pseudo instructions, material tables, element data, and matrix data,
Heading cards form a fifth type of input but are described in Section 2.4
and in Section 5 in the INKS writeup. This section 1g_introdhced with
a brief explanation of pertinent FORTRAN formats,

7.1 Explanation of FORTRAN Formats

I (Integer) Format: The form IW specifies an integer field w

columns wide, where "w"' includes the digits, any blanks, and a sign., The
integer value itself must be‘less than 32768, The field is always right
justiﬁed, e.g., 4987 written in format 16 would appear asAN4987.,
F_(External Fixed Point) Format: The form Fw.d specifies a
decimal field w columns wide, where "w'" includes a sign, the digits,
a decimal point, and any blank and "d'" specifies tha number of digits
after the assumed decimal point., When F format i{s used fof input the
.decimal point is optional. However, if it is inserted, it overrides the
"d'" specification. Example: If the input is F8.4 the number ~2.376 could
be punched as -2.376. In this case the three pléce decimal overrides
the d = 4 specifications-of the F field. 382 could be written as
A3820000 for format F8.4 with the dacimal omitted.

In using an F format the size of the output numbers must be known so

that the "w'" specification will encompass at least the integer portion of

the number. Otherwise leading digits will'be dropped..

I P H I L C o WESTERN DEVELOPMENT LABORATORIES
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E gFloat;ng Point) Format: The form Ew.d specifies a floating

point field w columns wide, where 'vw'' includes a sign, the digits, e
decimal point, the exponent sign, the exponent, and any blanks. The "d"
specifies the number of digits after the decimal point, not counting the
exponent and its sign. For input a decimal point is optional in the
mantissa. If it is used it overrides the "d" specification, Example:
E12.4, 498.72 could be pﬁnched on the card as 49672E~02 or as 496.72E+00.
The exponent cannot exceed ¥38 tn magnitude, There are several ways
to write E formats. A FORTRAN manual® should be consulted to take
. advantage of several shortcuts available.

A (Alphanumeric) Format: The form Aw specifies an alphanumeric
field w columns wide. The characters can be any of the characters
acceptable to the computer including blanks., This i; the format used to

read in header cards, matrix identifications and instruction names,

X (Space) Format: The form wX specifies a field of w spaces

(blanks) wide.

7.1 Pseudo Instructions
Pseudo instruction format, interpretation and examples are

described in Section 4.

*Daniel D. McCracken, ""A Guide to FORTRAN Programming,” John Wiley & Sons,
Inc.,, New York,

"Reference Manual 709/7090 FORTRAN Programming System,' C28-6054-2
IBM Corporation o .
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7.2 Material Tables
Tﬁc material tables define the machanical properties of all
materials of interest, When neﬁ materials are to be cons1dered they can be
added to the table. The only limitation on the number ofmaterials tha:'nay
‘be included is that the table can only involve a total of 398 cards.

Most material table data is entered as floating decimal input in
format E8.4, Two cards must be entered for each material, Data can be
entered in the table for as many camperatufet as desired. For a given
material, the cards must be so:ted so that ﬁempcraturu increases from
one pair te the néxt. 1f datafiu required at a temperature not given .
in the tables, then BILD will extrapolate or interpolat§ the material
properties using linear interpolation and data for the twoiﬁlosoat
températures. 1f material prOpertieo are given for only one temperature
and data is wanted at another temperature BILD will use the material
properties for the temperature appearing in the table. A single Z.uel‘o.s
card is used\to signify the end of the_table; This.blank card 1is not
inéluded in the above limitation of 398 cards in the material table.

Table 7.2 defines the format and 1nterpr¢tatién oflthc two cards

required for each material entry.

4
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TABLE 7-1

MATERIAL TABLES INPUT DATA

Card Field Format , information
1 1 (2ZX, A6) The material identification: Each material

mugt have a unique identification number.
It is recommended that standard SAE and
Aluminum Association numbers be used

" indofar as possible. '

1 2 (E8.4) Rankin temperature for the given
" material properties,

¢

1 3 E (¥8.4) Coefficient of thermal expansion:
: ' inches/inch-degrees Rankin

“ 1 4-9 (6E8 ,4) Material stiffness coefficients;
: Dll' D21, D22’ D61. 062, D66' 1b‘/lq.i.ﬂo

2 1-7 (7E8 ,4) Material ltiffncsl_coefficientt.' Dq;s
. D32, D33, D44s Ds4s Dssy Dg3s lbs/sq.in.

The mntcriil stiffness coefficients enter inte the stress-strain

'?equationo in accordance with the equations.

¢ N
q. D Exx
XX 11 .
¢
; ;i Dy; Dy SYMMETRIC 63‘} _
! Nsg[ = P31 Daz D33 ADNELS
1 2 6o 0 0 D, p %
i Tyz 0 0 0 Dg D 1§
4 54 Y55 éX
. x .
, ¢/ lbgy De2 Dg3 0 O  Dgg | ¢
: : : These define a material with at least one élane of elastic symmatry
(the x-y plane). If values of Dg;, Dg2, D¢3, and D54 are assigned zero
an orthotropic material (three mutually erthogonal planes of symmetry)
\ .
: can be defined. If, in addition D4 = D55 = Dgg, Dj1 = Dyp = D,,,
' Dy = D31 = D3y and Dyy = Du/2(1 + D21) an isotropic material is described.
' P H ' L C o . WESTERN DEVELOPMENT LABORATORIES"



7.3 Element Data

The purpose of the element data is to {dentify the element and
define its state and geometry. Element data consists of at least two cards
and at most six cards of input per element, The two required cards are the
first and sixth, The first card contains control and identification data.
The sixth card defines the coordinates of the first three nodes of the element.
The other cards define the local geometry, relation of overall geometry to
the overall rectangular cartesian coordinats system, surface tempe ratures,
pre-stresses, and nodal coordinates. The number of words in the inmput is
fixed to handle the most general element, a prism. The last eight columns

| of input may be used by the operator for identification of his data. They
are not read or used during the computations. éardl-onn and six must be
first and last respectively, but énrdl}tvo.'thrcc; four and five may be
introduced in any order,

To minimize input, the user is allowed to emit cards two through six.
All omitted vglucn are assumed to be zero. Thinig-t element data card:
for an element must be card one and the last must be card six. Sort.of
cards two through five is fmmaterial,

Né'mﬂcﬁtne'chock is nad§ between blocks of element data to insure data
consiatoncy: For an element, however, data 1s checked to make certain that
a bractical structure is being defined. This checkihg consists of insuring
that quantities such as preintegrated geometry (such as thickness, moment of
inertia, and cross sectional area), state identification (such as temperature

and pressure levels), and surface temperature are positive entities and

sufficient non zere data is included to define a structure.
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The user may choose to introduce nodal coordinates in either a local
or the overall coordinate system for a given element. All coordinates of
the nodes of each element must be in the same system. Which coordinate
system is being used is indicated by the data identity input on card 1.'
The option of defining element geometry simplifies input when & number of
elemeénts are bounded or lie on coordinate surfaces, |
| Th; ua?r may sometimes choose, at each node, the coordinate system
to which displacements are to be referred. This simplifies imposing boundary
constraints since null rows are omitted from the stiffness matrix. ystncc
this ofﬁcn,tcoultn in fewer equations being handled, machine time is reduced
as well, |

The users option for the di-pluccneﬁ: coordinate system {s limited in
two ways., Firstly, all elements meeting at a common node must use the same
displacement coordinates at that node, Thﬁl; along a structural fold, the
overall coord#njt. system will usually be rcﬁuirod.

Secondly, the displacement coordinnfo system choice and data depend on
the coordinate system used to define nodal coordinates, If the nodal
coordinates are in the overall system, displacement components will be cal-
culated in this system and & local reference system is not supplied. 1f,
instead, the nodal coordinates are given in the local system, a local
r;ference coordinate system is required, In this case dilplAcement compon-=-
ents may be calculated in either the local or overall system, depending on
the sigﬁn used for the nodal numbers, The negative signed node numbers will
have displacam.nt. referred to the local coordinate system, Note that in

any event, the stresses are referred to a local coordinate systeam.
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Nodal order is very important becsuse it defines the positive normal
to a plane., All idjaccnt slements must have the same positive direction.
Because of the complexfty of this topic, nodal ofdnr,.th‘ technical document
should be consulted for a detailed explanation of this point.

Table 7-2 defines element dats parameters and their fields on the
six cards. On card one fields nine thru 12 are provided to handle geometries
other than a facet., At present field eight is used in the FPACET subroutine.
On card two extra fields are also provided. On card fivc, data in fields
9-12 will always be ignored. The computer is directed to stop element data
reading when card six is read,

Table 7-3 gives the interpretation of the parameters in Table 7-2,
All items which depend on "Structural Type" are fully defined in the sub-
routine writeups under BILD subroutines, Alr lut;d before, FACET is the
ouly BILD subreutine priucncly fncluded, |

Table 7-4 defines the computer data format for the parameters given

in fablc 7-3, This table provides all the necessary data for puﬁching :

element input cards,
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TABLE 7-3
ELEMENT DATA INTERPRETATION

Card PField Interpretation
1 1A Card Number, C: 1%c 6 |

1 1B Element Number, E: 13K <999

1 2 Structural 'rypu* A positive four digit word. The upper digit
defines the number of nodes bounding thg element and the lower
two, the set of structural assumptions.

1 3 Data Identity: A positive six digit word. The upper two digits
..+ define the coordinate system used for input; the middle two
. the temperature option; the lower two, the prestress option.

Coordinates: X0, the overall rectangular cartesian
system is used for nodes
/(0, a local reference system is being
~ used for nodes, :
Temperature: O, omit temperature stress and force
: calculations
< M0, include temperature stress and force
calculations ‘ '

Prestress: omit prestress calculations

0
#*0: include prestress calculations

1 4 Material Identity: A six character word identifying the
S material. This word must have ¢ counterpart in the material
o | - ' tables, o
: 1 5 Tempersture Level: The temperatursat which material properties
. are required.
4
1 6 Pressure Level: Normal pressure in the local plus z direction
in '\po‘t\‘mds per inch or per square inch depending on structural
type.
1 7 Weight Level: >0, weight of the element; = 0, omit generation

of weight vectors; {0, weight in pounds per inch, per, square
inch, or per cubic inch depending on structural type.

*Refer to the specific technical docwument ind 'BILD, subroutine
writeup,

P
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7-10 B

Card PField Interpre tatiog'

1 8-12 Basic Geometric Data: Positive words. Interpretation depends
on structural typc.*

. PR N TR EE TR
e O S .

2 1B»9 Element State: Rlement temperature differences and initial

: , stress values., The number of items of each type depends on the
’ - structural type,

4-6 1B,5,9 Node Numbers; N: -4095 € N <4095, N A 0, Negative numbers
indicate use of the local coordinate system is desired at the
node. The order in which nodal information appears on the

" cards determines the orientation of the local axes. The *
interpretation of the order depends on the structural type.

46 2.4, ‘ ' '
648 Nodal Coordinates: Coordinates at the nodes preceding the
10-12. 1isting of coordinates. These coordinates will be in the
overall system if the coordinate identity (Card 1, field 3)
is zero and in the local system otherwvise,

*Refer to the "cpcct‘ﬂ"c technical docunnt and BILD subroutine
wri teup, . e : .

PR y i_..' % o
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TABLE 74
FORMAT OF THE ELRMENT DATA PARAMETERS

Caxd Cel  Field m< B Parameter
11 W @) - . card Number
1 26 1B (Z,1» . Element Nusber
1. 7-12° 2 v('Zx,Ilo) ‘,_ , | . 8tructural Type
1 13-14 3 azn "7 Coerdinate System Indicater
1 15-16 3 (12) I Temperature Indicater )Data
, - Identity
1 17-18 3 (12) . , - Prestress Indicater
1 . 19-24 & | (A6) 7,k11 - Material Identity .
( 1 25-30 S5 (F6.0) i S - Temperature Level |
1 31-36 6 (r6.0) - R Pressure Level
D § 37-42 7 (r6.0) | VWeight lLavel
-1 63-72- 8-12 (576.0) . Geemetric Data
2 .1=54 IA-9 - (11, 15,0, 11r6.0) Element Temperatures and Prc;

stresses. Show specific fermat
for facet here,

3 1-54 1A<9 (11, P5.0, 1176,0)  Element Lecal Reference Place
, " lecatien Data

4-6 1-72 1A-12 (X1, 5.0, 11F6.0) Element Nede mumbers and Nedal
: ; Ceordinates '

) SAMPLE MATERIAL TABLE INPUT

[

Field 1 2 3 4 5 6 1 8 9
6061T6  S535E40 O0.906E-6 16E+6 19E+6 41E+6 7TE+6 3E+6  12E+7

- - 72E+6 21E+6  37E+7 2E+6 11E+6 - 2BE+6

SAMPLE ELEMENT DATA

1 2 301 000000 6061T6  535.0  40.0 1.0 0.25
: 6 2 D ® o ~ 3 0 10 - 4 1 0 0
l PHILCO
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7.4 Matrix Data
Matrix data format and interpretation are defined in
Section 5. usage writeups in ihe operation mbﬁrogrm BAD. However,
a few points of patttculii hipbrunco. such as formats and sort, are
considered here.

There a.ta two permissible formats, coded and precoded. If matrix
data is not one of these formats a card reading stop will usually occur.
For a detailed description of coded and precoded formats see Section
2-4, o

Matrix data must conform with sort requirements. The identification
card must be the first card. .If the matrix {s in coded format the sort

must correspond to the sort designated on the identification card. The

number of cards must be the same as defined on the identification card.

If the matrix is in precoded format it must be in the order defined on
the identification card and all zero terms must be includad., The codes

must appear first followéd by the matrix elements,

7.5 Deck Artangmﬁt
A problem deck is made up of three components and sometimes
four., These components are: 1n1t:lic£ns program, pseudo in-trhctiono.
' A

description data, and sometimes matrix data.

, N
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The initiating program is an {invariant. It is & self-contained
préprogramd package that starts the SAS prograa. .It. must bo made a part
of évery nev problem and it must be th; first component in a problem deck.

The pseudo instructfons constitute the second compoﬁcnt of a prbblcn

' de;:k. They must be made up according to the rules and formats 6ut11ned
in Section 4, The last pseudo 1natructioh must be & HALT,

Deilciiptivo data 1is tlﬁ third component, Duct‘iptive data includes the
"material tables” and thn"’clwcnt data” in ﬁut order. The material table
must have at least three cirdc! two data cards and one zero stop card., The
parameters of the cards and the associated formats are given in detail in
Section 7.2. The element data follows the material ;nbia in ‘tho problen
deck., The pirmtcn and the formats are given in detail in Section 7.5
The technical document for the BILD subprogran bcing considered should also
be consulted for additional pertinent details.

The fourth component which is optional is the matrix information.
Matrix {nformation consists of matrix data and heading cards. Matrix dats
{s described in Section f.& and 5, The first matrix data card must be the
identification card., The heading cards can contain any comments the
analyst duiro\-. They must be in the same order as they are to be printed,

There is no practiecal limit to the number of cards,

' PHII.CO
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